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Abstract- To meet rapidly increasing demands for the mu-
lAbstract- To meet rapidly increasing demands for the mul-
timedia services and better quality of service over wireless 
communication systems, MIMO (Multiple Output Multiple 
Input) systems have been proposed which promise enhanced 
system capacity, throughput and data reliability. Moreover, 
the enormous computational requirements for multime-
dia data call for use of efficient hardware platforms over 
and above software platforms. In this work, we implement 
a transceiver system on hardware test-beds, which is use-
ful in video streaming. We employ the 2*2 Alamouti MIMO 
technique to develop a transmission system and implement 
the design on FPGA using Xilinx System Generator (XSG) 
and AccelDSP (for supporting XSG).  The state-of-art design 
tools and methodology lead to superior performance over 
traditional approach. This reduces the development time and 
cost and also enhances the reliability.  We discuss the salient 
features of user-friendly model-based design, which enables 
creation of reusable models and also provides higher level 
abstraction.   A comparison with traditional design method-
ology using HDL (hardware description language) shows ef-
fectiveness of our approach.
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1. INTRODUCTION

E-learning  and multimedia  services  to provide online ed-
ucational material (such as videos, lectures) has been con-
sidered a major and fundamental  agent  of  transformation  
in  the  realm  of  distance education. Many institutes have 
opened their web servers for free lecture-on-demand on 
several courses (e.g. http://ocw.mit.edu/index.html). Also, 
specialized wireless lecture video streaming servers for 
distance learning are being setup in various universities. 
The  every-day  increasing  demands  for  such  vital mul-
timedia  services  along  with the rising  expectation  of  
quality  for these  services  render many  of  the  currently  
used  techniques  and systems less-useful [1,21]. Existing 

multimedia software (even those specialized to digital im-
age processing) do not provide par excellence multimedia 
data service to the common user, due to a lack of unified 
on-chip video processing and transmission capabilities. 
 
We propose to utilize the simulation approach for effi-
cient hardware-software co-design, since this approach 
has been recently gaining a lot of popularity [5, 20, 31]. 
We implement wireless transmission system over FPGA 
[18], addressing the need of dedicated hardware system 
for video data transmission using MIMO (Multiple Input 
Multiple Output) transmission techniques and using high-
level synthesis and design language, and superior design-
methodologies for effective design. Our work has great 
significance in making the company managers equipped 
with technical knowledge required for providing e-learn-
ing solutions to masses.
 
The contributions of our work are as follows:
(1)  We  present  a solution  using FPGA  as  target  plat-

form  (instead  of  software),  for implementing  algo-
rithms  for  transmission of  educational videos using 
MIMO over and above SISO (Single Input Single 
Output) or MISO (Multiple Input Single Output) sys-
tems.

(2)  We develop a model of Alamouti MIMO commu-
nication technique using STBC over Xilinx System 
Generator (XSG) using the modelling and simulation 
capabilities of Simulink.

(3) We design the hardware using Xilinx System Genera-
tor, which offers many advantages over existing im-
plementation platforms.   We also perform analysis 
of various features and design issues for HDL and 
high-level graphic design language.

The rest of the paper is organized as follows.  We first 
discuss the literature review of on-going work in the area 
of multimedia communication, MIMO systems, FPGA 
and its design options and set the stage for the need of 



Software engineering :  an international Journal (SeiJ),  Vol. 3,  no. 1,  april 2013 33

efficient design tools and methods. We then present our 
design methodology and implementation of   Alamouti 
scheme (MIMO) on XSG and AccelDSP for FPGA design. 
We further present the design features which enhance the 
performance of the system, with special emphasis on the 
general high level FPGA design options, by taking rep-
resentative tool, namely XSG. We then present critical 
evaluation and insights gained from implementation and 
performance results of our approach and its comparison 
with traditional HDL. Finally, we present the conclusion 
and future research directions. 

2. LITERATURE REVIEW    

Limitation of software platforms 
Software    implementation    of   most    multimedia   
processing algorithms    has    several    limitations. At  
real-time  video rates of 25 frames per second a single op-
eration performed on  every  pixel   of    a   768   by   576    
colour    image    (PAL    frame) equates  to  33 million  
operations  per  second  (excluding the overhead of stor-
ing and retrieving pixel values). As a result it is difficult to 
meet hard real time requirements with software [17].   

Need of MIMO Systems
To achieve higher data rates than conventional SISO (Sin-
gle Input Single Output) and MISO (Multiple Input Single 
Output) channels, we have employed the techniques of 
MIMO (Multiple Input Multiple Output), with Alamouti 
scheme. MIMO systems can be used to increase system 
capacity as well as data reliability in wireless communica-
tion systems [2]. Research has been conducted in develop-
ing space-time codes [15] for transmission over MIMO 
systems. Foschini et al. [12] have shown that channel ca-
pacity for MIMO system increases as the number of an-
tennas is increased, proportional to the minimum number 
of transmit and receive antennas. Parallel transmission en-
sures high data rate enabling transmission of a large video 
data in smaller time duration. For guaranteeing best per-
ceptual quality, reliability is an important consideration in 
video streaming.

The data rate increase obtained through the use of MIMO 
channels is evident by the following conventional   Shan-
non capacity equations [3], where H denotes the channel 
matrix or the transfer function of the channel:  

2
2  (1   ) C log SNR H= + ×

  for SISO channel

2 (1 *)C log SNR HH= + ×  for MISO/SIMO channel

2 M
SNR HH*C = log  det I +

N
 × 

  
    

                                                   for MXN MIMO channel

Here, H = abs (H); H* = conj (trans (abs (H))); IM is the 
identity matrix; M is the number of transmit antennas, N is 
the number of receive antennas.

The basic Alamouti scheme uses space time block cod-
ing to ensure higher reliability of data throughput. This is 
achieved through a 2 X 2 transmitter system, composing 
of 2 transmit antennas and two receive antennas. STBC 
scheme is shown in the figure 1.
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Figure 1: (a) 2X2 Alamouti STBC diagram. 
(b) Input and channel matrices

These symbols are then decoded at the input using maxi-
mum likelihood decision rule.

FPGA and Hardware Implementation
Recently, image processing and digital signal processing 
algorithms implemented in hardware   have   emerged   as   
the   most   viable solution for improving    the    perfor-
mance    of    these systems.  A  Field  Programmable  Gate  
Array  (FPGA) [4]  is one  such  reconfigurable  hardware,  
offering  superior features  over  DSPs  and  ASICs  in  
many  areas such as digital image processing [22,26], digi-
tal signal processing [6,24] and so on. Many  experiments  
have  been  performed  which substantiate  the  idea  that  
FPGAs  can  outperform  DSPs  and embedded processors 
in signal processing, while still being highly energy ef-
ficient [10,28]. The high performance and complexity re-
quirements of multimedia applications call for the massive 
parallel processing capabilities inherent to FPGA. Parker 
[27] discusses the advantage that FPGAs have due to their 
product reliability and maintainability which also improve 
its development process. Moreover, it has been shown that 
the right tools and  techniques  coupled  with  innovative  
features  in  silicon architecture  can  yield  complete digi-
tal signal processing  functions  in  a  single  FPGA.  The 
multiple iterative processing of data sets (such  as  four  
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stages  of   canny   edge   detector)  required  in many DIP 
algorithms have  to   be   performed   sequentially on   a   
general-purpose   computer,  which can  be  fused  in  one 
pass  in  FPGA,  as  their  structure  is  able  to  exploit 
both spatial  and   temporal  parallelism. Moreover, use of 
several optimizations techniques such as loop fusion and 
loop unrolling lead to improved speeds. The reconfigur-
able nature of architecture allows a large variety of flexible 
logic designs dependent on the processor’s resources [9]. 

MIMO systems generally require a large processing time 
when working with large amount of data (e.g. video lec-
tures), as the blocks of bits generated through compressed 
data are still quite large in number for real time processing, 
thus necessitating a huge processing time on software. FP-
GAs can be employed for increase in speed enhancement, 
as they offer parallel implementation of time consuming 
blocks, thus increasing the speed greatly. Since the speed 
of software is limited by the internal processor clocking 
and other processes running on the system, dedicated 
hardware for such MIMO systems can be developed using 
FPGAs [7,23,30].

FPGA Design Tools
The full potential of FPGAs, however, remains unhar-
nessed due to unavailability  of  design  tools  which  offer  
ease  of  programming, short  design  and  verification  
time  etc. The experience of many designers using low 
level languages such as VHDL or Verilog for FPGA design 
shows that it is very difficult to write a code that synthe-
sizes easily, without requiring weeks or months. Creating 
an FPGA design, using hardware description languages 
such as VHDL or Verilog with corresponding simulation, 
synthesis, and layout and timing analysis tools is a daunt-
ing task. They work well as HDLs but are poor program-
ming languages.  Hence there has been a shift of interest 
towards newer design methodologies and implementation 
platforms that provide higher level abstraction, ease and 
reliability of design and so on [25]. 

Presently, a range of high-level tools and languages for 
FPGA design are available including: Celoxica’s Handel-C 
which is a C based parallel language that generates EDIFs 
(http://www.celoxica.com/methodology/c2rtl.asp); C++ 
extensions such as SystemC [14]; Xilinx’s Forge Java– 
a Java to Verilog tool (www.xilinx.com/ise/advanced/
forge.htm) etc. Annapolis MicroSystems has developed 
“CoreFire” which uses prebuilt blocks which removes 
the need for the back-end processes of the FPGA design 
flow. Ptolemy is a system that allows modelling, design, 
and simulation of embedded systems. Ptolemy provides 
software synthesis from models. All these systems are still 
under development and have their own limitations.

Xilinx System Generator (XSG) is a state of the art tool 
which offers high performance and requires very small 
learning and development time [11]. XSG  for DSP [24] 
is a  tool which offers block libraries that plugs into Sim-
ulink tool (containing bit-true  and  cycle-accurate models  
of  their  FPGA’s  particular math, logic,  and  DSP  func-
tions).  The AccelDSP tool allows DSP algorithm devel-
opers to create HDL designs from MATLAB and export 
them into System Generator for DSP.

The experts from different fields have employed and eval-
uated XSG for its performance. Frigo et al. [13] implement 
and compare two approaches using high-level tools, to 
map a signal processing algorithm to FPGA, the first one 
uses XSG and the second one uses Streams -C language 
and compiler . This module is used in a phase modulation 
sorter that locates binary phase shift keying (BPSK) sig-
nals in wide-band data. The results show the superiority of 
XSG, for area utilization and placement speed.

Hwang et al. [16] deal with System Level Tools for DSP in 
FPGAs. As a design example they implement a sampling 
rate conversion module which is used in audio signal ap-
plications. They discuss several features and functionali-
ties of XSG such as hardware handshaking, multi-rate sys-
tems, bit true and cycle true modelling etc. A  2X  to  4X  
productivity  improvement  is likely  to  be  achieved  us-
ing  System Generator  over  conventional HDL  language  
development  methods  due  to  its  design environment  
and  simulation  speed. Mittal et al. [19] report the imple-
mentation of the well-known Simplex algorithm on XSG 
for solving integer linear programming problem. They 
also discuss the FPGA implementation using Xilinx FPGA 
and discuss the opportunity of scaling to large problems. 

Related Work on MIMO on FPGA
Dimitrov et al. [8] discuss FPGA implementation of 2*2, 
3*4 and 4*2 MIMO systems using Simplify Pro synthesis 
tool. Like our approach, they also use a high-level design 
tool to avail the benefit of high-level design methodology. 
However, their work differs from our work in that they 
do not provide the implementation results on multiple FP-
GAs, while we provide these results for multiple FPGA 
boards (see results section).  Veena et al. [29] present the 
implementation of MIMO using Verilog HDL and Spar-
tan FPGA. However, they use HDL (hardware design 
language) methodology, while as we use GUI based high-
level design flow. 

3. SYSTEM ARCHITECTURE    
Figure 2 shows the block diagram of our Alamouti MIMO 
(2*2) system. The design of hardware has been carried 
out using the Model-based design offered by the Xilinx 
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System Generator, with total learning time and develop-
ment time of less than a month by one engineer. To simu-
late the performance, Rayleigh fading channel has been 
also simulated by modelling its property such as random 
noise and channel matrix. Our model-based design also 
precludes direct design in VHDL/Verilog, thus ensuring 
fewer bugs and shorter verification cycle.   This model 
takes advantage of modelling and simulation capabilities 
of Simulink and thus also provides flexibility of design. 
Visual data flow environments are well suited for model-
ling DSP systems, which are most naturally specified by 
signal flow graphs.  Moreover, use of Alamouti scheme 
results in further decrease in BER of the system.

Figure 2 : Block Diagram: Alamouti MIMO 
(2*2) scheme implemented on XSG

Figure 2 demonstrates the block-diagram of our design. 
We now explain it in more detail.

1. The block on the transmitter side for carrying out 
BPSK modulation sends its input to the output of the 
two antennas at the transmitter side. The input sig-
nal is randomly generated and is also used ultimately 
to verify errors in the transmission. This completes 
transmitter side.

2. The channel is simulated in the design itself. The 
channel is modelled as a flat-fading Rayleigh chan-
nel with random noise. The H matrix of the channel 
models its characteristic, which affects the signal in 
a particular way. The noise is additive in nature, to 
balance the delays introduced by some of the blocks, 
intentional delay is introduced in the other paths. 

3. The receiver implements Maximum Likelihood 
decoding which is used to finally take the decision 
about the transmitted symbol. This is followed by 
BPSK demodulation, so that symbol may be con-

verted in the original signal format. A comparison of 
the received signal and the original signal shows the 
errors in transmission. 

4. Performance of the system is assessed by performing 
simulation of transmission of a large number of bits. 
Cumulative error is termed as Bit Error Rate (BER) 
and this is determined by accumulating individual 
errors. This model can be simulated on software for 
accuracy.

5. The symbol of ‘System Generator’ on the left is fi-
nally used to convert the design into fixed point mod-
el, implementable on the hardware. XSG generates 
complete files which can be directly used in Xilinx 
ISE software for creating the final design. 

Apart from the blocks provided by the standard library, we 
have also made custom blocks using both MCode blocks 
(for non-algorithmic code) and AccelDSP (for algorithmic 
code). This helped us to extend the utility of the XSG tool. 
An important attribute of our design using AccelDSP was 
that the blocksets generated in AccelDSP for XSG, are re-
usable and can be neatly divided into appropriate libraries 
each containing blocks specific to a certain field such as 
(for example) Image Processing Library, MIMO System 
Library etc. depending on their applications. The MIMO 
System Library, for example may contain all blocks made 
by us which are useful in MIMO communication field and 
so on.

Figure 3 : A screenshot of user-defined blocks augmenting 
functionality of XSG

Figure 3 shows the library consisting of custom blocks de-
signed by us. MySysGenBlocks library in Simulink Library 
Browser (encircled) contains blocks used in design of 
MIMO systems. Another Simulink file, named MyMCode-
Blocks contains the library of blocks made from MCode 
and gives the user facility to augment the functionality in 
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XSG. The model file of the user named ‘untitled’ can use 
blocks from both of these sets also.

4. SALIENT FEATURES OF OUR APPROACH 
 FOR SUPERIOR PERFORMANCE  

Figure 4 shows our over-all design approach for integrated 
design of hardware and software. In what follows, we 
briefly discuss several important features which provide 
flexibility and power to the designer. 

Figure 4: Design approach for hardware/software co-design

An important factor contributing to optimization of code 
and reduction in design time is option for setting quantiza-
tion of variables.  A  sound  solution  to  the  general  prob-
lem  faced  in programming in HDLs of ambiguity in al-
location of sufficient bits for  any  variable  (or  identifier)  
is  provided  by  AccelDSP.  Apart from  automatically  
inferring  the  bit-length  of  the  variable  after quantiza-
tion  the  tool  also  provides  option  to  the user  for select-
ing the requisite number of bits manually (Figure 5 shows 
the  output  of  the  ‘Generate  Fixed  Point  Report”  where  
the  bitlength  for  variable  a1  has  been  assigned  by  the  
user,  for  b1  bitlength  has  been  assigned  same  as  that  
for  a1  due  to  relationship between them and for other 
variables the bit-length has been auto-inferred.).  This  op-
tion  has  two-fold  advantages;  automatic assessment  re-
moves  the burden of  the programmer  to allocate  the 
sufficient  number  of  bits  for  each  and  every  variable  
in  the program (as required in HDLs)  and  also  gives  the  
choice  and  flexibility  to  the  user  to remove the problem 
of overflow and underflow which are very  common  in  
design  using  HDL. 

 Figure 5 : of AccelDSP showing quantization of variables
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We also employ advanced user-friendly options for 
achieving compatibility. The use of different syntaxes and 
keywords in different languages poses problems for the 
programmers who are familiar with a single programming 
language.  It becomes a severe bottleneck for the program-
mers to understand the syntax and semantics of top level 
to bottom level programming.  However, the automatic 
and user-friendly tools such as AccelDSP, which is used 
to convert the Matlab code into either a System Generator 
block or hardware netlist, help and guide the user in taking 
into account the diversity in syntax, keywords, program-
ming constructs etc. between multiple languages, namely 
Matlab, AccelDSP and Verilog/VHDL. 

One of the powerful and valuable design option for effi-
cient hardware generation in AccelDSP is the “Unrolling a 
Loop to Increase Hardware Performance”. Thus tradition-
al trade-off between hardware resource availability and 
degree of parallelism can be well resolved by flexibility to 
directly alter low level design factors. Figure 6(a) shows 
the option of hardware optimization possible by choosing 
proper rolling factor in any ‘for’ loop in AccelDSP.  A gen-
eral ‘for’, ‘while’ loop implemented in software or in hard-
ware (with no optimization) needs to be executed as many 
times as the iteration count (say N) of the loop. This would 
mean applying the data to a single data path for each time.  
However, if the loop construct is completely unrolled, then 
the AccelDSP Synthesis Tool builds a different hardware 
structure where N data samples are applied simultaneously 
to N identical parallel data paths. Performance is increased 
N times at a cost of increasing the hardware area by N 
times.  For a nested loop, the option is also provided to 
separately optimize both the loops by choosing loop roll-
ing factors individually for row and column loops. If a full 
unroll consumes too much hardware, then the user can 
go for a partial unroll making a suitable balance between 
area and performance requirements. The encircled portion 
in the figure 4 refers to the optimization of the following 
statement in the AccelDSP, 

Here r is a two dimensional (108*2) array.  The statement 
adds .05 to each of the element of r. Note that this state-
ment has been fully unrolled in both the dimensions, this 
serves as a typical example of optimization of N-dimen-
sional loop in AccelDSP. 

Figure 6(b) shows the ‘Fixed Point Report’ generated by 
the AccelDSP for a design of MIMO block. Thus, the pos-
sibility of using the ‘loop unrolling’ gives the designer a 
choice to trade-off between area and performance. This 
serves as an example of unavoidable nature of mutual in-
fluence between hardware and software. An insight into 
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hardware resources availability (depending on hardware 
platform) and utilization (depending on nature of program 
and software) can lead to optimal match between efficient 

5. EXPERIMENTS AND RESULTS 

BER through XSG implementation of Hybrid Alamouti 
Figure 7 shows the output of the System Generator block 
simulation for transmission of 500 bits. The two figures 
correspond to two receiver antennas at the receiver side 
in 2*2 schemes. The encircled values of the signal corre-

design and resource allocation. This validates our ap-
proach of co-design for selection of design parameters.

spond to error in transmission due to noise and inter-sym-
bol interference. Clearly, the design shows a very small 
BER value of 10/500 (.025), which shows the superiority 
of our design. Additionally, a graphical design and output 
along with the power of Simulink comes as a great boon 
for the programmer.

 Figure 6 : Option to unroll an Array, both row and column wise. 
(b) Output of AccelDSP “Generate Fixed Point Report” showing loop rolling

Figure 7 : Bit Error Rate Measurement using XSG Simulation
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Downloading the Design to FPGA
Using XSG design explained in previous sections, we 
downloaded our design on FPGA. To test this, inputs were 
sent to the communication system through the channels 

Figure 8 shows the resource utilization in different target 
platforms in terms of four parameters which are common 
to all the platforms. The comparison shows clearly the 
optimum nature of the platforms on the higher ends. The 
Spartan 2 platform uses the highest number of resources 
in all the parameters, while as Virtex 4 kit uses the lowest. 
It is to be noted that the resources depend critically on the 
nature of the platform (called specification of the family) 
and may also vary with the design.

Critical Evaluation and Insights Gained
It is estimated that verification of the code takes 60% to 
80% of the effort in the hardware design groups. In such 
scenario,  the  boost  in  performance  also  results  from  
the relatively  reliable  and  error-free model-based  design  
in Simulink  and  XSG,  where  the errors  are  discovered  
and removed  early  in  the design  flow  at  the modelling  
stage and not lat the VHDL behavioural test stage, which 
can be difficult  and  time  consuming.  Moreover,  un-
like traditional  low-level  design  flow,  in  XSG,  all  the 
necessary  clocking  signals  are  generated  automatically, 
and  components  are  easily  connected,  thus  leading  to 
simplified clocking and interfacing.  

modelled (see Figure 2) and the outputs were measured, 
which were as they were expected (as shown earlier). This 
verifies both the FPGA and XSG design. 

However, there are still some limitations of the tool itself 
which hinder improvement in speed. System Generator is 
a relatively new product and has not been fully developed 
yet.  One limitation of XSG is inability to accept multi-
dimensional data directly and many of the standard func-
tions are thus deprecated.  So, such data has to be given 
sequentially as one  dimensional  data  and  those  func-
tions  which  accept multi-dimensional  input  have  to  be  
redefined  or  the algorithm needs to be altered. Optimal 
usage of hardware and better clock speed are some other 
design issues where XSG tool should be improved upon.
 
To help and guide the computer architects and designers 
wTo help and guide the computer architects and design-
ers we present the following table, summarizing the dif-
ference between design using low-level and high-level 
design methodologies. The insights discussed here are 
generic and also apply to other tools or design paradigms. 
In today's highly competitive market, reduced production 
cycle time and cost through use of high-level design tools 
can prove to be significant value to the companies.

Figure 8 : Resource utilization in different target platforms. (Where Spa2= Spartan2  xc2s200-6fg456, 
Spa3= Spartan3E xc3s500e -5fg320, Vrtx2Pro = Virtex2Pro xc2vp30 ff6896, Vrtx4= Virtex4 xc4vfx12 ML402, 

LUTs = Look up tables, IOBs = Input or output blocks)
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CONCLUSION

Advances  in  FPGA  technology  along with  development 
of  efficient  tools  for modelling,  simulation and synthe-
sis have made FPGA a highly useful platform and  they 
are expected to  provide  the  breakthrough for systems 
dealing with large resource (data)  such  as  educational 
video  transfer.  Currently,  it  is  the medium  of  choice  
for  the  hardware  development  and implementation  of  
high-performance  applications,  requiring rigorous  com-
putations.  Xilinx  System  Generator  is  a  system  level  
modelling  tool  that facilitates  FPGA  hardware  design  
by  extending  Simulink/Matlab in  numerous  ways  in  
order  to  provide  a  powerful  modelling environment.

In this work, we present a solution to the growing need 
of computational capability using FPGA as a target plat-
form for implementing MIMO (over and above SISO or 
MISO) systems. Such a system also achieves higher data 
rates with lower error rates in transmission and has practi-
cal utility in transmission of educational video in multime-
dia services. We developed a model of Alamouti MIMO 
communication technique over Xilinx System Generator 
and presented several outstanding features of our design 
methodology which lead to integrated hardware-software 
design. We analysed various features of Xilinx System 
Generator from the perspective of a designer.  

Future  research should  bring  System  Generator  as  an 
efficient  all-in-one  design  tool  valuable  for  wide  areas  
of application.  Our  future  work  will  focus  on  imple-
menting  more complex  and  advanced  MIMO  com-
munication  techniques, such as 4×4 MIMO  on FPGA. 
We will develop our approach further and experiment with 
the system by integrating our design in a larger real-time 
system providing multimedia e-learning to the students.
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